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networking enclosures play a vital part in sustaining performance
Barry Maidment
APW Enclosure Solutions

The IT industry is recovering from the dark days of 2001, and infrastructure investment is rising from its previous depressed levels.  Activity levels have increased as network managers finally upgrade and extend their networks to enable higher bandwidth protocols to be deployed and increased business levels supported.
In many cases, as well as additional cable runs, new networking enclosures will have to be specified to house additional equipment, be it extra patching panels or additional or upgraded servers.  In the last few years, despite the recession, technology has advanced so rapidly that it is essential to consider the differing requirements of a patching cabinet and a server rack.  For example, blade servers, a fairly recent development that currently have less than 5% of the overall server market, are growing at a rate in excess of 50% per annum in a market that declined by around 8% during the last twelve months.  If these growth rates are sustained, today’s thermal issues will pale into insignificance when blade servers possibly become predominant in a few year’s time – unless they themselves are superseded by another new technology that will provide even higher packaging densities in server housings.  However, with the major chip suppliers working on new architectures designed to reduce power consumption, the trend may be ameliorated to a certain extent, although once they are available, server designers will no doubt find ways of shoehorning even more individual servers into ever smaller space.  Thermal problems are here to stay and are set to become more severe as time passes.

The network’s requirements split neatly into those for patching panels and those for housing the active equipment: servers, main mass storage arrays, backup storage, power and cooling racks.  The patching sector is generally served by two alternative approaches, either open patching frames, prevalent in the US, or, the historic choice throughout Europe, an enclosed patching cabinet.  The increased globalisation of the networking industry and the consequent increase in the number of large US-based corporations expanding into Europe has recently resulted in a definite shift in demand in favour of open frames. 

While at one time all networking enclosures were no more than 19” electronic racks fitted with a few cable management accessories, today’s divergence between the needs on the cabling side and those of the server housing has led the more technologically advanced and commercially competent manufacturers to produce different products for the two applications.  Such an approach ensures that the compromises inevitable in designing a multi-purpose enclosure do not reduce the product’s effectiveness in either applications.  The functionality required of the patching frame or enclosure extends across the backbone input side and the front reconfigurable patching area.  Whether an open frame or an enclosure is used, the enclosure must help prevent damage to the cables, ensure that minimum bend radii requirements are followed, and, in order to speed the installation process, give good access, both for the cables and the engineers who are terminating the backbone cables into the rear of the patch panels.  At the front of the unit, the key requirements are for the patch cords to be managed in such a way that they are accessible for reconfiguration and that sufficient slack cable can be stored to cater for the maximum distance between a socket at the top left and the bottom right of the frame.  Obviously, the open frame unit is particularly good on access, and it is physically a lot smaller and offers high cabling densities in the vertical plane.  
With today’s higher bandwidth protocols requiring Cat 6, Augmented Cat 6 or Cat 7 cabling in order to achieve design performance, the cables are necessarily thicker in order to meet the alien crosstalk immunity specification.  In order to provide sufficient room for cables, a patching cabinet will need to have an 800 x 800mm footprint, so, after allowing space for the front and rear doors to open, the cabinet effectively takes up 2400 x 800mm of floor space, every square millimetre of which has a cost associated with it.  Vertically, the rule of thumb is that every 2U patch are supported by 1U of cable management, so a 42U rack will be fully loaded with 28 patch panels, giving 672 patching outlets.  At 2000mm high, the 672 patch sockets occupy a volume of 3.84 cubic metres, equivalent to each point requiring 0.0057 cu. m. of expensive facility real estate.  In contrast, an open frame unit is typically only 500mm deep, and obviously requires no space to swing doors; it is 550mm wide with an additional 250 or 350mm cable channels on each side.  In the open frame patch panel, because of the external cable management facilities at each side of the front face, every U of the height can be used, giving 1008 outlets in a 42U high unit.  Doing the same volume calculations, the open frame unit takes up 1.25 cubic metres of space, equivalent to 0.0012 cu. m. per outlet, a five-fold improvement in packing density.  

It is in server racks that the most demanding advances from the enclosure manufacturer’s point of view have taken place.  1U servers have become the most popular option, and they have been becoming steadily deeper with time, so any server rack should be available in a 1000mm deep version to ensure that the deepest standard form factors can be housed without modification.  For instance, a typical Sun server, the Fire V20z, is 724mm deep.  Add in a minimum of 60mm cabling space at the front and allowing 150mm at the rear for cable runs and mounting brackets brings the required depth of the rack up to 934mm.  In data centres, a side effect of this increased depth is that double “wardrobe” style rear doors often have to be fitted as there is insufficient clearance for a single door to be opened.
Multi-vendor capability is an important consideration; the enclosure should be able to accommodate servers from all the major manufacturers without modification.  The configuration of mounting hardware varies considerably from one server manufacturer to another, with different thicknesses, depths and attachment points of slides a particular variable.  With server upgrades becoming an increasingly frequent requirement, a versatile design of server rack enables upgrades to be implemented without having to worry about mechanical compatibility with existing equipment.  
Load capacity is another significant factor: again using the Sun Fire V20z server as an example, it weighs 16kg, so a 47U rack, fully loaded, would have to support 752kg.  To allow for future-proofing, the design rule of thumb is that the rack should be capable of supporting 25kg/slot.  Structural rigidity and resistance to deformation is an important associated requirement.  
The other main issue to be considered in server housings is thermal management.  More and more waste heat has to first be extracted from the server box itself and then from the enclosure.  A typical 1U server will generate around 200W; a typical 3U blade server box will contain 24 individual servers, each generating about 50W, to give a total load of 1200W, double the output of 3 x 1U servers in the same space.  In a typical 42U server rack with a 50% utilisation factor, the heat load will typically be between 4 and 8kW depending on the server configuration.  While the great majority of users will follow the good practice limit of 50% space utilisation, the enclosure manufacturer has to assume worst cast conditions, so the enclosure should be capable of dealing with 16kW of waste heat – just to meet today’s theoretical maxima.  Given that it is highly unlikely that heat dissipation will reduce in the future, enclosure manufacturers and specialist thermal management companies are looking to remove up to 30kW per rack, equivalent to 19kW/m3.  As important as waste heat removal is effective power distribution to bring the energy into the rack in the first place.  Modern heavily packaged servers often require dedicated power feeds into 32A power distribution panels because the 13A limit on a single ring main socket will be inadequate.
Although they may appear to be merely passive components of a network, the enclosure is in fact a key element that can, if badly specified or installed, cause degradation of the network’s performance because cables are stretched, bent through too tight a radius, bundled together too tightly or servers are running at too high a temperature.  As both cabling cabinets and server racks are visited during network reconfigurations, equipment upgrades and routine maintenance, ease of access, cable management facilities that make it very difficult to run cables improperly and physical security are all elements that also have to be considered.  By discussing the application with a reputable supplier, the contractor or installer can ensure that the optimum solution is offered to the end customer.
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