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Irrespective of whether the network is a small installation serving a single SME, a campus wide network with several thousand users, a large financial institution with huge bandwidth requirements or a co-lo data centre hosting numerous large corporations’ servers, they all have one thing in common: the servers, mass storage devices and patching panels will be housed in 19” enclosures.  With such an obvious diversity of requirements, two things are immediately apparent: it is unlikely that a single design of enclosure will meet the needs of all aspects of the installation, and, as technology advances at such a speed, what is only just good enough for today will almost certainly become a constraint tomorrow – unless the enclosure is specifically designed to be scaleable and upgradeable.  Typically, a new networking installation will be planned with a ten year life in mind – think back to 1997 and consider the changes in technology and user expectations that have occurred and ask how many of today’s commonplace services were even on the horizon at that time.  Near universal broadband access?  The company’s web site as the most important source of technical and commercial information for customers?  Online banking?  Email as the primary communication method? VoIP telephony?  The list goes on, and one thing is certain, the rate of change will only increase.
For example, blade servers, a fairly recent development that currently have less than 5% of the overall server market, are growing at a rate in excess of 50% per annum in a market that declined by around 8% during the last twelve months.  If these growth rates are sustained, today’s thermal issues will pale into insignificance when blade servers possibly become predominant in a few year’s time – unless they themselves are superseded by another new technology that will provide even higher packaging densities in server housings.  However, with the major chip suppliers working on new architectures designed to reduce power consumption, the trend may be ameliorated to a certain extent, although once they are available, server designers will no doubt find ways of shoehorning even more individual servers into ever smaller space.  Thermal problems are here to stay and are set to become more severe as time passes.
The network’s requirements split neatly into those for patching panels and those for housing the active equipment: servers, main mass storage arrays, backup storage, power and cooling racks.  The patching sector is generally served by two alternative approaches, either open patching frames, prevalent in the US, or, the historic choice throughout Europe, an enclosed patching cabinet.  The increased globalisation of the networking industry and the consequent increase in the number of large US-based corporations expanding into Europe has recently resulted in a definite shift in demand in favour of open frames.  Another factor is also driving this trend, the move physically to split the patching area away from the server farms within large data centres in order to reduce the building’s cooling requirements and energy consumption.  By segregating the patching cabinets from the server housings into a separate part of the building, the efficiency of the air conditioning can be increased.  Obviously, the same amount of heat is generated by the servers, but it is now confined into a physically smaller volume, so the delta T, the difference between the cold input air and the hot exhaust air is increased.  The higher the delta T, the more efficient the air conditioning because the thermal transfer coefficient in the heat exchanger matrix increases with temperature differential, so less electrical energy will be needed.  As no heat of any significance is generated in the patching area, this section of the data centre can be outside the air conditioned section of the building. 
Future proofing

Given that the cabinets can either be a transparent gateway or a potential bottleneck, scalability and upgradeability are important attributes of the design.  If the basic design is modular, greater depth can be achieved when required by adding extensions to installed cabinets.  Other attributes are more fundamental: servers are inexorably increasing in weight, so the rigidity and load carrying capacity of the housing must be such that it can cope with expected future increases.  Similarly, the increasing requirement for environmental and security monitoring of server housings means that enclosure manufacturers should be in a position to offer dedicated SNMP units, optimised to their design, to provide the necessary interface.  Power-in distribution is another important area, with around 10kW per rack required, somewhat beyond the capabilities of a single 13A socket.  Dedicated managed multi-output distribution panels rated at up to 63A are becoming increasingly common.
Patching requirements

The functionality required of the patching frame or enclosure extends across the backbone input side and the front reconfigurable patching area.  Whether an open frame or an enclosure is used, the enclosure must help prevent damage to the cables, ensure that minimum bend radii requirements are followed, and, in order to speed the installation process, give good access, both for the cables and the engineers who are terminating the backbone cables into the rear of the patch panels.  At the front of the unit, the key requirements are for the patch cords to be managed in such a way that they are accessible for reconfiguration and that sufficient slack cable can be stored to cater for the maximum distance between a socket at the top left and the bottom right of the frame.  Obviously, the open frame unit is particularly good on access.  
The open frame unit has a further advantage over the cabinet; it is physically a lot smaller and offers high cabling densities in the vertical plane.  With today’s higher bandwidth protocols requiring Cat 6, Augmented Cat 6 or Cat 7 cabling in order to achieve design performance, the cables are necessarily thicker in order to meet the alien crosstalk immunity specification.  In order to provide sufficient room for cables, a patching cabinet will need to have an 800 x 800mm footprint, so, after allowing space for the front and rear doors to open, the cabinet effectively takes up 2400 x 800mm of floor space, every square millimetre of which has a cost associated with it.  Vertically, the rule of thumb is that every 2U patch are supported by 1U of cable management, so a 42U rack will be fully loaded with 28 patch panels, giving 672 patching outlets.  At 2000mm high, the 672 patch sockets occupy a volume of 3.84 cubic metres, equivalent to each point requiring 0.0057 cu. m. of expensive facility real estate.
In contrast, an open frame unit is typically only 500mm deep, and obviously requires no space to swing doors; it is 550mm wide with an additional 250 or 350mm cable channels on each side.  In the open frame patch panel, because of the external cable management facilities at each side of the front face, every U of the height can be used, giving 1008 outlets in a 42U high unit.  Doing the same volume calculations, the open frame unit takes up 1.25 cubic metres of space, equivalent to 0.0012 cu. m. per outlet, a five-fold improvement in packing density.  
Networking enclosures are typically to be found in a data centre, telecoms room or office environment.  In all these environments, whether they are intrinsically secure or not, restricting access to the housed equipment is important.  In a data centre, particularly a co-location facility, all customers want their equipment to be securely segregated from everyone else’s.  Indeed, a thriving market has developed for security cages, which provide segregated areas within which the customers’ racks reside.  In an individual LAN, if the cabinet is located in the telecoms room, there will often be other equipment – fire and security alarm systems, air conditioning control panels and so on – located in the same room.  All these systems will be visited by service and maintenance engineers at various intervals, so it makes sense to prevent access to the network cabinet.  In the office environment, the problem is even more acute, with the cabinet accessible to all employees; in such a situation, some degree of security is obviously critical.
At first glance, it would seem counter-intuitive to use anything other than an open frame for patching.  Security – or the lack of it – is the most obvious and important difference between cabinets and open frame racks.  Therefore, if physical security is important, the cabinet is the obvious choice, although the latest open frame designs can be fitted with doors to the patch and cable channel areas, combining restricted access to the patch side of the frame with the packaging density of an open frame.  The potential for accidental or malicious disturbance of the backbone side of the frame is limited as the cables are individually punched down into the back of the patch sockets.
Server cabinets
Housing the active elements of the network bring its own particular problems for the enclosure, primarily thermal management, security, server configurations, load carrying capacity and cable space.  Thermal management is undoubtedly the fastest increasing and most severe problem facing all parties in the networking industry: the server manufacturer, the enclosure manufacturer and the user.  With servers now predominately following the 1U “pizza box”  configuration, and with 3U blade servers increasing rapidly, albeit from a low base, more and more waste heat has to first be extracted from the server box itself and then from the enclosure.  A typical 1U server will generate around 200W; a typical blade server box will contain 24 individual servers, each generating about 50W, to give a total load of 1200W, double the output of 3 x 1U servers in the same space.  In a typical 42U server rack with a 50% utilisation factor, the heat load will typically be between 4 and 8kW depending on the server configuration.  While the great majority of users will follow the good practice limit of 50% space utilisation, the enclosure manufacturer has to assume worst cast conditions, so the enclosure should be capable of dealing with 16kW of waste heat – just to meet today’s theoretical maxima.  Given that it is highly unlikely that heat dissipation will reduce in the future, enclosure manufacturers and specialist thermal management companies are looking to remove up to 30kW per rack, equivalent to 19kW/m3.  Various enclosure manufacturers are promoting “thermal door” solutions that will adequately cope with around 18kW; for higher levels, local air-water cooling is being investigated, although there is an understandable reluctance to mix water and expensive high-tech electronic equipment, particularly when 24/7 operation is a given.  The issue is more complex than simple bulk heat removal; airflow management in a cabinet with multiple heat sources requires sophisticated analysis.  Hot spots, front to back and bottom to top airflow, hot and cold corridors, masking, recirculation and dead spots are all issues that require the enclosure designer to have a good understanding of fluid dynamics and heat transfer theory.  For these reasons, a closed enclosure is essential as the housing for servers as an open frame unit by definition will have no airflow management capabilities.
Security is, if the pun can be forgiven, a key issue for server racks.  With most companies unable to function without their system infrastructure, it is imperative that only authorised personnel should have the opportunity to interact with the servers themselves.  From simple mechanical locking through to network monitored and remotely managed full electronic security, there are numerous options to suit all types of user.
Differences in the mechanical configuration of 1U servers from different manufacturers is a serious issue, with all the major suppliers differing in details such as depth and mounting slide thicknesses and position.  All server suppliers will provide server racks optimised to their particular design, but this does, of course, generally constrain the user to the one brand when system expansion or upgrade is considered.  1U servers are becoming deeper: at one time an 800mm rack was the norm; the 1000mm deep rack was then introduced and now, 1200mm deep racks are being introduced.  The extra space required is not all for the server itself, but with dual redundant power feeds now the norm rather than the exception, the requirements for space for mains distribution equipment and cable space to the rear of the servers is dramatically increasing.  Competent enclosure manufacturers will ensure that their products are server neutral, able to accommodate, without modification, any format of server from any of the major server suppliers.
Conclusions
As is the case in most situations, there is no absolute right or wrong solution when considering the requirements of any particular installation.  The main considerations will always be a balance between footprint and security in the case of a cabling enclosure and, when defining the requirements of a server housing, the upgrade path, the expected thermal load and the likelihood of wanting to change server manufacturer at some point in the future.  Change is relentless in the fast moving networking industry, so what is only just good enough for today will almost certainly become a constraint tomorrow.  Applied to enclosures, they will either be a scaleable, upgradeable gateway, able to grow with the network’s needs, or a bottleneck, restricting future growth.  Consideration of expected future requirements should be an important part of any decision making when enclosures are specified, although it best not to try a guess what the far future will bring, any assumptions will almost certainly turn out to be incorrect. 
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